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Motivation

Statistical analysis: PY=1|X)=0(Bo+ b1 X1+...4 BnXyn)
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Data is often only available
as free-form text

Annotations

Debiasing
methods:

Use small subset of
expert annotations to
bias-correct model from
generated annotations.



Prediction-Powered
Inference (PPI)*

Correct imputation estimate with rectifier:

029—1"3

Compute rectifier from gradients:

T = E[Vg[g(wi, yi) - Vefo(-’ﬂi, gz)]

*Angelopoulos, Anastasios N., et al. "Prediction-powered inference." Science 382.6671 (2023): 669-674.

Design-based Supervised
Learning (DSL)"

Assume known expert labelling distribution:

Double-robust estimate:

. A% o -
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TEgami, Naoki, et al. "Using large language model annotations for the social sciences: A general framework of
using predicted variables in downstream analyses." Preprint from November 17 (2024): 2024.



Research Questions

RQ1: When is it preferable to use RQ2: What are the performance
debiasing methods over just the differences between debiasing
expert annotations? methods?



Experiments

Experiment 1

Expert

LLM

Experiment 2

LLM Expert

For both experiments:
e Logistic regression
o 4 discrete input features
o Binary output
e 4 different LLMs
e 4 different datasets
e Evaluation: standardised RMSE with a
reference model



Results
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Results

Experiment 1
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eT: only expert annotations
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Results

Experiment 2

LLM Expert

sRMSE

ef: only expert annotations
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Conclusions

RQ1: When is it preferable to use RQ2: What are the performance
debiasing methods over just the differences between debiasing
expert annotations? methods?

Both DSL and PPI strictly
outperform using only expert

DSL tends to outperform PPI,
but performance is more

annotations. variable.




Thank you for listening!
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